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Spectrally resolved three-dimensional
bioluminescence tomography

with a level-set strategy
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A reconstruction method is presented for spectrally resolved three-dimensional bioluminescence tomography
(BLT) in heterogeneous media using a level-set strategy. In order to reconstruct internal bioluminescent
sources, a level-set strategy is utilized to quantitatively localize the distribution of bioluminescent sources. The
results in numerical phantom experiments clearly show that the proposed method can tolerate different initial
values and noise levels and, furthermore, can work credibly even when the number of phases (levels) is not
known a priori. In addition, a mouse atlas reconstruction is employed to demonstrate the effectiveness of the
proposed method in turbid mouse geometry. Finally, the physical experiment further evaluates the method’s
potential in practical applications. © 2010 Optical Society of America
OCIS codes: 170.6960, 100.3190, 170.3660, 170.6280.
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. INTRODUCTION
ioluminescence imaging (BLI) makes it possible to elu-
idate cellular signatures to better understand the effects
f human disease in small animal models in vivo. In re-
ent years, BLI has given researchers insight into a wide
ariety of biomedical applications, such as gene expres-
ion, cell trafficking, transgene expression, and drug de-
elopment and evaluation [1–5]. Since there is no inher-
nt tissue autofluorescence generated by external
llumination, the sensitivity of BLI is higher [6] than that
f fluorescence molecular imaging (FMI). Furthermore,
ince BLI is semi-quantitative and has poor spatial reso-
ution, bioluminescence tomography (BLT) provides un-
mbiguous three-dimensional bioluminescent source in-
ormation, which could further enhance applications in
iomedicine.
In recent years, BLT has become a research hot spot,

nd many contributions have been made to the inverse
roblem [7–13]. Unlike high-energy particles used in com-
uted tomography (CT), positron emission tomography
PET), or single photon emission computed tomography
SPECT), photons emitted from bioluminescent sources
ndergo multiple scattering and potential absorption in
iological tissue [14]. This diffusive nature makes the in-
erse source problem highly ill-posed, non-unique, and
oise-sensitive. While the uniqueness theorem for BLT
as theoretically shown that a solution is not unique gen-
rally [15], in practice, incorporation of some kinds of a
riori information can alleviate ill-posedness and
trengthen solution uniqueness. The a priori information
bout the source-permissible region is commonly selected
s the domain of interest (DOI), and many numerical
ethods [9,10,16,17] have verified the feasibility of BLT
1084-7529/10/061413-11/$15.00 © 2
ased on single spectral measurements. Since the spec-
ral characteristics can offer more knowledge about the
nderlying bioluminescent sources, multispectral mea-
urement is another kind of a priori information to fur-
her reduce the ill-posedness of the inverse problem com-
ared with single spectral measurements. The methods
ased on multispectral information have demonstrated
hat the a priori knowledge can produce more valuable to-
ographic information [18–21]. By heating small vol-
mes of interest to change the optical signal, the
emperature-modulated multispectral method can further
vercome the inherent challenges in BLT [22]. Further-
ore,, based on the sparse characteristic of biolumines-

ent sources, the inverse problem regularized with both l1
nd total-variation norms have been also integrated to
ully utilize sparse a priori knowledge about the distribu-
ion of bioluminescent sources [23]. Recently, a
eneralized-graph-cuts-based reconstruction method has
een developed that is gradient-free and can remarkably
mprove the reconstruction efficiency [24].

In this paper, we propose a level-set-based reconstruc-
ion method for spectrally resolved three-dimensional
LT. In many of the existing methods, relatively small
OIs are apt to be adopted [9,10,16,17], which is not al-
ays reliable or feasible for defining such a region effec-

ively. However, the proposed method requires much less
priori information about the source-permissible region

o obtain feasible results. Moreover, it can adapt different
nitial values and can tolerate high experimental noise.
he reconstruction on mouse atlas further demonstrates

he potential in in vivo mouse applications. To the best of
ur knowledge, level set has not been applied in BLT.
sher and Sethian first proposed the level-set idea for
010 Optical Society of America
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racing interfaces between different phases of fluid flows
25]. The flexibility of the level set has made it possible to
eal with dynamic evolutions and topological changes of
urves and surfaces. Hence, the methods have been tre-
endously expanded in many fields over the past decades

26–30]. Furthermore, many numerical methods were
uccessively developed to enhance the performance of
evel-set methods. A narrowband technique was proposed
o improve the efficiency [31], and shock-capturing
chemes for solving problems containing discontinuities
ere successfully developed to enhance the performance
f level-set methods [32–34].

Being different from the standard level-set methods,
he discontinuous level-set methods constitute an alterna-
ive[35,36]. In these methods, the curves dividing the
hole domain into subdomains are defined by disconti-
uities in the level-set functions. One category of discon-
inuous methods, called the piecewise-constant level-set
ethod, has been discussed in the application of image

egmentation problems [37,38]. In contrast to other level-
et formulations, it requires only one level-set function to
dentify an arbitrary number of phases [39], which makes
t simpler and require less storage capacity. Lately, it has
lso been applied to inverse problems. Tai and Li [40] first
sed the level-set method to formulate the elliptic inverse
roblem in two-dimensional Cartesian grids. Li et al. [41]
pplied this method in reservoir description to identify
he permeability field with zonation structure, also in two
imensions. In this contribution, based on the piecewise-
onstant level-set method, we try to reconstruct the biolu-
inescent source distribution in three dimensions.
The remainder of this paper is organized as follows. In

he Section 2, the forward diffusion approximation model
nd the inverse problem for spectrally resolved BLT are
ntroduced briefly. In Section 3, the level-set-based recon-
truction method for BLT and related issues are pre-
ented. In Section 4, numerical phantom experiments
rst are compared with a gradient-based method to verify
ur proposed method with various initial values, noise
evels, and more phases than one actually needs. Then a
econstruction using a mouse atlas demonstrates the fea-
ibility of the proposed method in heterogeneous mouse
eometry. Furthermore, taking advantage of the multi-
pectral measurements from our optical imaging system,
physical experiment further evaluates its reliability. Fi-
ally, the conclusions are presented in Section 5.

. FORMULATIONS OF SPECTRALLY
ESOLVED BIOLUMINESCENCE
OMOGRAPHY
he process of photon propagation in biological tissue is
overned by the radiative transfer equation (RTE) [42].
owever, the RTE is computationally expensive. In biolu-
inescence imaging, photon scattering predominates

ver absorption in tissue of small animals in the red-light
nd near-infrared (NIR) spectral window, so the process
an be modeled by the diffusion equation, which is basi-
ally a first-order spherical harmonic approximation of
he RTE. It can be assumed that the bioluminescent
ources in tissue are steady state, and the emission spec-
rum of sources can be divided into m spectrum bands. In
he �th band, we have the diffusion equation [22,43]:

− � · �D��r� � ����r��� + �a,��r����r� = q��r� �r � ��.

�1�

In the bioluminescence imaging experiments, assuming
hat the whole process is performed in a totally dark en-
ironment and that there is no external photon transport
nto � through its boundary �� in the corresponding spec-
ral band, we have the Robin boundary condition [22]:

���r� + 2A�r;n,n��D��r��v�r� · ����r�� = 0 �r � ���,

�2�

here � and �� denote the domain and the boundary of
he domain, respectively, D��r� the exiting flux density at
ocation r in the �th band, q��r� the source distribution,
a,��r� the absorption coefficient, �s,��r� the scattering co-
fficient, D��r�=1/ �3��a,��r�+ �1−g��s,��r�� the optical dif-
usion coefficient, g the anisotropy parameter, and v�r�
he unit outer normal on ��. A�r ;n ,n�� is a function that
enotes refractive index mismatched between tissue and
he surrounding medium, which is detailed in [22].

Therefore, deriving from Eq. (2), the exiting flux den-
ity for the �th band on the boundary captured by a
ighly sensitive CCD camera is given by [22]

V��r� = − D��r��v�r� · ����r�� =
���r�

2A�r;n,n��
�r � ���.

�3�

Based on the diffusion equation Eq. (1) and its bound-
ry condition Eq. (2), a variational formulation is derived.
hen, using the finite element method (FEM), the varia-

ional formulation is discretized by piecewise-linear finite
lements [9,22]. Consequently, after a series of transfor-
ations and rearrangements, a linear relationship is con-

tructed between source distribution inside heteroge-
eous medium and the boundary measurement in the �th
and on the surface:

M�q��r� = ��. �4�

Now we are ready to formulate multispectral BLT.
iven the energy contribution percentage for each spec-

ral band, which can be determined by the a priori experi-
ental spectral analysis of the bioluminescent

ource—q��r�=��q�r�, where ��=1
m ���1—the following

quation for multispectral BLT is obtained [18,22]:

Mq�r� = �meas, �5�

here

Mq�r� = �
�1M1�q�r��

�2M2�q�r��

]

�mMm�q�r��
�, and �meas = �

�1

�2

]

�m

� . �6�

Because the problem is ill-posed, the output-least-
quares formulation incorporated with a regularization
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erm is commonly used in practice. The solution of the
roblem Eq. (5) can be determined by minimizing the fol-
owing objective function:

F�q� =
1

2
	Mq�r� − �meas	2

2 +
1

2
�	q�r�	2

2, �7�

here � is the Tikhonov regularization parameter that
ontrols the regularity of the identified coefficient q�r�.
ere 	 · 	2 denotes the L2 norm.

. LEVEL-SET-BASED RECONSTRUCTION
ETHOD

. Piecewise-Constant Level-Set Method for
ioluminescence Tomography
he essential ideas of the piecewise-constant level-set
ethod will be presented in this section. Assume that the

omain � can be partitioned into a set of subdomains
�i�i=1

n . In order to identify the subdomains, we define a
evel-set function � that governs topological changes of
he bioluminescent source distribution such that [40]

� = i in �i, i = 1,2, ¯ ,n. �8�

Thus for any given partition 
�i�i=1
n , its corresponding

unction � takes the value 1,2, ¯ ,n. Associated with a
evel-set function �, the characteristic functions of the
ubdomains are given as [41]

�i =
1

	i
�

j=1,j�i

n

�� − j�, where 	i = �
k=1,k�i

n

�i − k�. �9�

If � is given as in Eq. (8), we have �i=1 for r��i and
i=0 elsewhere. Suppose q�r� is defined in domains �

�i=1
n �i, and q�r�=ci, r��i. Here ci denotes the strength

f source on each phase. Therefore, we have the
iecewise-constant function:

q�r� = q��,c��r� = �
i=1

n

ci�i���, �10�

here c= �c1 ,c2 , ¯ ,cn�T. It is clear that q=ci, in �i. To
atisfy Eq. (8), we need to impose some constraints on �.
e define

K��� = �
i=1

n

�� − i�. �11�

Incorporating Eq. (7) with the constraints above, the
LT inverse problem becomes

min
�,c

F��,c� = min
�,c

F�q��,c��, subject to K��� = 0.

�12�

. Algorithm
ince BLT is an ill-posed inverse problem, the minimiza-
ion scheme Eq. (7) is commonly time-consuming. By us-
ng the augmented Lagrangian strategy, the inverse prob-
em is reduced to a coupled linear algebraic system, which
an be solved efficiently [44]. The augmented strategy is a
ombination of the multiplier strategy and the penaliza-
ion strategy. Define it as an accessoryl function with Eq.
12) [38]:

L��,c,
� = F��,c� +

�

�K���dr +
1

2�



�

K2���dr.

�13�

Now the minimization problem Eq. (12) has been trans-
ormed into the following minimization problem:

min
�,c,�

L��,c,��, �14�

here � is the Lagrangian multiplier that is defined in
he same domain and � is a penalization parameter,
hich should be a positive number to enforce K���=0.
ote that when the constraints are fulfilled, the Lagrang-

an term and the penalization term will vanish, and L
F.
For the problem, we should solve Eq. (14), which in

urn will give the solution of Eq. (12). Hence, the deriva-
ives of L with respect to �, c, and � are needed. By the
hain rule, we now have [34,35]

�L

��
=

�F

�q

�q

��
+ �K���� +

1

�
K���K����, �15a�

�L

�ci
=

�F

�ci
=


�

�F

�q

�q

�ci
dr �i = 1,2, ¯ ,n�, �15b�

�L

��
= K���, �15c�

here

�F

�q
= �Mq�T�Mq − �meas� + �q, �16a�

�q

��
= �

i=1

n

ci�i����, �16b�

�q

�ci
= �i �i = 1,2, ¯ ,n�. �16c�

To find the minimization point, we should use an itera-
ive algorithm. Since we want these three derivatives
qs. (15) to equal zero, we increase k until none of � ,c ,�

hanges anymore. Using this approach, we need to choose
hree different schemes to get �k+1,ck+1 ,�k+1 from
k ,ck ,�k. The updating formulas for �, c, and � are
hown in the flow chart of Fig. 1.

It should be noted that the minimization with respect
o � is most time-consuming. We introduce an artificial
ime variable and solve the following partial differential
quation to steady state [35]:

�t +
�L

��
= 0. �17�

At steady state, �t=0 means �L /��=0. On behalf of
etting better efficiency and stability, we use the operator
plitting scheme [45] to solve Eq. (17): given �0, we find
k+1/2 and �k+1 from the following equations for k
1,2, . . .:
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�k+1/2 − �k

�t
+

�F

��
��k,ck,�k� = 0, �18a�

�k+1 − �k+1/2

�t
+ �K���k+1� +

1

�
K��k+1�K���k+1� = 0, �18b��

here �t is an artificial time step. Equation (18a) is
olved by a gradient-based method to obtain the solution
or �k+1/2. Equation (18b) is the constraint equation,
hich can be rewritten as

�k+1 − �k+1/2 + �t�K���k+1� + 
2K��k+1�K���k+1� = 0,

�19�

here 
2=�t /�. We need to find the roots for this polyno-
ial of the order 2n−1. According to the rules in [46], by

hoosing the artificial time step �t and penalization pa-
ameter �, the equation has only one real root. The quasi-
ewton method can be used to get the roots very effi-

iently [47].

. EXPERIMENTS AND RESULTS
. Numerical Experiments

. Reconstructions with Different Initial Values and More
hases than Actually Needed
e first consider numerical cases to verify our proposed
ethod. In this part, a heterogeneous tissue-like model
as employed. This cylinder model with 30 mm height
nd 24 mm diameter was composed of muscle, two lungs,
eart, liver, and bone, as depicted in Fig. 2(a). It was dis-
retized into 4571 nodes and 21,998 tetrahedron ele-

Fig. 1. (Color online) Flowchart of the proposed method.
ents. Two sphere bioluminescent sources with 1.8 mm
adius and 0.238 nW/mm3 power density were embedded
n the left and right lungs, locations �−5,5,15� and �−5,
5,15�, respectively. Furthermore, in order to reduce the
umber of unknown variables, the DOI was specified as
= 
�x ,y ,z� �x�−1.0,12.0�z�18.0�. The number of ele-
ents in the DOI was about 19% of all the elements in

he phantom. All the reconstructions were performed on
ur desktop computer with Intel Core 2 Duo 1.86 GHz
PU and 3 GB RAM.
Bioluminescent enzymes create broad emission spec-

ra. Based on the bioluminescent spectral analysis [48],
he emission spectra may be divided into three bands:
575–625 nm�, �625–675 nm�, and �675–725 nm� for this
umerical experiment. By integrating the intensity over
ach band, the energy distribution percentage was quan-
ified as �1=0.38 for the first band, �2=0.43 for second,
nd �3=0.19 for third. Simulated measurement data of
he exiting flux density for each band, generated by a
lassical finite element forward method, were captured on
bout 2000 nodes along the entire surface of the model
Fig. 2(b)). The optical properties for each region and band
ere estimated using the method in [49]. They are all

ummarized in Table 1.
Three cases with different initial constant values using

he proposed method and one case using the quasi-
ewton method were carried out. Based on the proposed
ethod, the initial constant values for all phases, which

enote the source strength, are summarized in Table 2.
he number of phases was set as that actually needed,
hich was two in these cases. The level-set function �
as initially 1.50 over the entire DOI in all cases. This
eans that over the DOI, the initial values contain no in-

ormation. Moreover, the regularization parameter � was
elected as 3.0�10−3, the step threshold �=200, the pe-
alization parameter �=2000, and the artificial time step
t=0.10. In this case, since the entire region has two
hases, Eq. (19) is a third-order polynomial equation. To
uarantee that the equation has only one real root, 
2 is
ot larger than 2 [46]. Here we selected 
2=0.20. In the
uasi-Newton method, the initial values on all the points

ig. 2. (Color online) Heterogeneous tissue-like model and as-
ociated BLI simulation measurements. (a) Tissue-like model
ith regions geometrically similar to heart (green online), lungs

purple online), liver (navy blue online), bone (gray), muscle (the
emainder), and two sources embedded in two lungs. (b) Mea-
ured bioluminescent data of the 625–675 nm band mapped onto
he finite element mesh model. The front view of the model is
hown.
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ere set as shown in Table 2, and the regularization pa-
ameter was the same as above.

Additionally, in some cases, it might not be possible to
eliably deterimine the number of phases a priori. By in-
roducing more phases than actually needed, the pro-
osed method can handle this problem. In this experi-

Table 2. Source Strength Reconstruction Results f
Noise for Different G

Init. Strength Recons. Strength

c1 c2 c1 c

LS 0.80 0.0 0.233 −0.0
1.00 0.0 0.270 −0.0
1.50 0.0 0.334 −0.0

QN 0.001 0.101

aLS, level-set based method; QN, quasi-Newton method. The unit for source stre

ig. 3. (Color online) BLT reconstructions of two bioluminescen
orrupted by 1.0% Gaussian noise using both the proposed me
hown of reconstructed results (green online) and actual resul
trength 0.8, 0.0 nW/mm3, (b) 1.0, 0.0 nW/mm3, and (c) 1.5, 0.0
uasi-Newton method with 1.0% Gaussian noise. (e), (f), and (g)
ion of iteration associated with (a), (b), and (c), respectively. Reco
2 as the lower (blue online) solid line. Actual c1 and c2 are shown
ngle at the upper left of (a)–(d) represents the rotating angle of
ise direction.

Table 1. Optical Properties for Each Reg

575–625 nm

�a �s�

Muscle 0.0317 0.586
Heart 0.0218 1.129
Lungs 0.0707 2.305
Liver 0.1275 0.761
Bone 0.0024 2.935

aThe units of both �a and �s� are mm−1
ent, while the number of phases actually needed was
wo, we set it as three. The geometrical model and other
arameters were the same as above. Note that although
q. (19) is fifth order for three phases, 
2 was the same as

he cases above, which can also guarantee that this equa-
ion has only one real root [46].

urface Measurements Corrupted by 1% Gaussian
of Initial Strengtha

Relative Error Max. Iter. Step Time (s)

2.10% 1200 585
13.45% 1600 813
40.34% 2000 987

57.98% 1000 2405

nano-Watts /mm3.

ces in the heterogeneous experiments from BLI measurements
nd the quasi-Newton method. Three-dimensional locations are
online) in two lungs with the proposed method for (a) initial

m3 for each each phase. (d) Reconstruction results based on the
strength ci �i=1,2� evolution during reconstructions as a func-

ted c1 is shown as the upper (red online) solid line, reconstructed
er and lower (red and blue online) dashed lines, respectively. The
del from the front view; the angle increases in the counterclock-

n the Heterogeneous Tissue-Like Modea

625–675 nm 675–725 nm

�s� �a �s�

0.467 0.0063 0.379
1.007 0.0052 0.905
2.209 0.0125 2.124
0.700 0.0176 0.648
2.609 0.0011 2.340
rom S
roups

2

11
15
22
t sour
thod a
ts (red
nW/m
Source
nstruc
as upp
the mo
ion i

�a

0.0089
0.0064
0.0195
0.0329
0.0009
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Figures 3(a)–3(c) depict the reconstructed locations for
wo sources given three groups of different initial source
trength respectively, and Fig. 3(d) shows the results of
he quasi-Newton method. It is noted that Fig. 3(b) shows
he experiment with three phases. Since the case with
wo phases are very similar to it, we omit it. Figure 4(b) is
he local amplification for the results in Fig. 3(a). As an-
icipated, the reconstructed sources reliably localized the
eal ones. As seen in Fig. 3(b), the redundant regions
erged with the other regions during the iterative pro-

ess, and the reliable results can also be reconstructed.
hile the proposed method can work well with such large
OI, the quasi-Newton method cannot. As shown in Fig.
(d), many small pieces distribute widely in lungs, and
ne cannot determine the location of the real sources. The
esults based on the quasi-Newton method may become
eliable until the elements in DOI constitute less than 4%
f all the elements, as in [9,10,16,17,20].

ig. 4. (Color online) Local amplification of the reconstructed sou
nitial strength 0.8, 0.0 nW/mm3. (b) Logarithm of F�q� with 1
.0 nW/mm3.
Quantitatively, the associated source strength evolu-
ions during the whole reconstructions are shown in Fig.
(e)–3(g), which indicate that the strength for each phase
pproaches to the real ones with increasing iteration
teps. However, in the quasi-Newton method, the relative
rror of the source strength is much higher. A detailed
omparison between the proposed method and the quasi-
ewton method is listed in Table 2. It is shown that the
uasi-Newton method requires much more time than the
roposed method does, and its results are less reliable
han those of the proposed method.

Furthermore, during the reconstructions for the case of
nitial strength 0.8, 0.0 nW/mm3, as shown in Fig. 4(b),
he object function F�q� is almost monotonically decreas-
ng, which clearly shows the evolution is convergent. Be-
ause the curves for other cases are similar to this one, we
mit them for brevity. The set of results indicates that

nd its convergence curve. (a) Results with 1% Gaussian noise and
function of iteration step for the case of initial strength 0.8,
rces a
0 as a
ig. 5. (Color online) BLT reconstructions in the heterogeneous experiments from BLI measurements corrupted by different Gaussian
oise levels. three-dimensional level-set reconstructions of the location of sources (green online) and actual sources (red online) in two

ungs for (a) 0.25% Gaussian noise, (b) 6.25% Gaussian noise, (c) 10% Gaussian noise, and (d) 25% Gaussian noise. (e) Reconstruction
esults based on the quasi-Newton method with 25% Gaussian noise. (f), (g), (h), and (i) Source strength ci �i=1,2� evolution during
econstructions as a function of iteration step associated with (a), (b), (c), and (d), respectively. Reconstructed c1 is shown as upper (red
nline) solid line, reconstructed c2 as lower (blue online) solid line. Actual c1 and c2 are shown as upper and lower (red and blue online)
ashed lines, respectively.
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�q� approaches zero with different cases of initial
trength.

. Reconstructions with Different Noise Levels
n order to evaluate the sensitivity of the proposed
ethod to various noise levels, five cases using measure-
ents corrupted by 0.25%, 1.00%, 6.25%, 10.00%, and

5.00% Gaussian noise were carried out, and the quasi-
ewton method with 25.00% Gaussian noise was com-
ared with them. The geometry model and the optical
roperties were the same as in the previous subsection, as
resented in Fig. 2(a). The initial strength for the two
hases was 1.0 and 0.0 nW/mm3, respectively, and other
arameters were same as mentioned above. All the pa-
ameters of the quasi-Newton method were the same as
hose in Subsection 4.A.1.

Figures 5, 3(b), and 3(f) demonstrate the tolerance of
he proposed method for noise levels. As shown in Fig.
(a)–5(c) and Fig. 3(b), the locations are feasibly recov-
red. Here, the results of 1.0% noise in Fig. 3(b) and 3(f)
re very similar to those of 2000 iteration steps, so they
re not repeated in Fig. 5. Even using the BLI measure-
ent data corrupted by 25% noise, the bioluminescent

ources can still be reasonably located and quantified,
nd the relative error was about 16.39%, as shown in Fig.
(d) and 5(i). Because of high noise, we can find some very
mall regions spreading around the sources, but the real
esults can be obviously determined. However, the quasi-
ewton method cannot reliably recover the source with
5% noise, as depicted in Fig. 5(e). The relative error of
he source strength is much higher than that of the pro-
osed methods as listed in Table 3. It is only when the
OI is diminished and noise is reduced that one may get

eliable results using the quasi-Newton method, similar
o the results in [9,16].

Quantitatively, the strength of the sources can also be
roperly quantified in all noise levels (Figs. 5(f)–5(i) and
ig. 3(f)). In Fig. 6, it is observed that the relative error of
he strength correlates well with the signal-to-noise ratio
SNR) levels. It clearly suggests that this method is insen-
itive to noise.

Furthermore, the run time for all cases was about
000 s with little variation. By contrast, the process
ased on the quasi-Newton method requires about 2400 s.
ote that the run time is strongly influenced by the mod-

l’s degree of refinement. A finer model produces recov-
red results that better resemble the real ones, so we

Table 3. Reconstruction Results from Surface M
L

Noise Level SNR Level (dB)

LS 0.25% 26.02
1.00% 20.00
6.25% 12.04

10.00% 10.00
25.00% 6.02

QN 25.00% 6.02

aThe unit for source strength is nano-Watts /mm3.
hould try to maintain a balance between run time and
ecovered accuracy to achieve the best efficiency. A de-
ailed comparison of the results of the proposed method
nd the quasi-Newton method is presented in Table 3.

. Mouse Atlas Verification
umerical results using a mouse atlas are presented here

o verify the performance of the proposed method for
ouse applications. First, an atlas of the BALB/c mouse
as developed utilizing our micro-CT system and cone-
eam reconstruction algorithm, as shown in Fig. 7(a)
50,51]. By using image processing and interactive seg-
entation methods, some primary organs, including
eart, lung, liver, bone, and muscle, were delineated, and
he optical coefficients for each organ were the same as
hose in the cylinder phantom (Table 1). Then the mouse
tlas was discreted into volumetric mesh. This discreted
esh contains 4614 nodes and 25,783 tetrahedral ele-
ents. The real source was located at about the center of

tlas, at a depth of about 7 mm from the surface, with co-
rdinates (21.45, 33.65, 14.52) in liver, diameter of
.48 mm, and source strength of 0.238 nW/mm3. The DOI
as specified as �= 
�x ,y ,z� �25.0�y�35.0,10.0�z
18.0�, and the elements in the DOI were about 25% of

he mouse atlas. The parameters in the algorithm, the
hree spectral bands, and the corresponding energy distri-
ution percentage were the same as in the cases of the
wo phases in Subsection 4.A.1. The initial source
trength for each phase was set as 2.0 and 0.0 nW/mm3.

ements Corrupted by Different Gaussian Noise
a

ons. Strength Relative Error Time (s)

c2

−0.014 11.09% 964
−0.014 12.18% 987
−0.014 13.87% 1012
−0.015 15.97% 999
−0.014 16.39% 981

0.09 62.18% 2387

ig. 6. (Color online) Linear regression with different noise lev-
ls. The solid line denotes the linear regression, and the solid
oints represent the reconstructed results.
easur
evels

Rec

c1

0.264
0.267
0.271
0.276
0.277
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The reconstruction results in Fig. 7 demonstrate the ef-
ectiveness of the proposed method in the heterogeneous
ouse atlas. As depicted in Fig. 7(a), the source was fea-

ibly localized. Figure 7(b) shows the evolution process
nd the final values for the source strength. The recon-
tructed source strength was 0.194 nW/mm3, with rela-
ive error of 18.49%. As anticipated, the object function
�q� decreases with increase in the iteration steps, and

he final results are obtained when the decrement is
early negligible. This reconstruction went through about
00 steps at a time cost of 798 s.

. Physical Experiment

. Experimental System Setup and Calibration
physical heterogeneous experiment was implemented to

emonstrate further the feasibility of the proposed
ethod. Our optical imaging system was utilized for data

cquisition. The detector is made using a highly sensitive
CD camera (VersArray 1300B, Princeton Instruments,
renton, New Jersey, USA) coupled to a lens (Nikkor
7–55 mm f/2.8G, Nikon, Japan) and utilizing 1340
1300 pixels (20 �m�20 �m size) with 16-bit dynamic-

ange images. This detector coupled with different spec-
w
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ral filters is calibrated by an integrating sphere
USS-1200V-LL Low-Light Uniform Source, Labsphere,
orth Sutton, New Hampshire, USA). The range of

ource power used in the calibration is
0.0014–0.0432 nW/mm2. For the multispectral range of

nterest and exposure time of 15 s, the calibration formu-
as for the CCD camera are given by

ig. 8. (Color online) Physical heterogeneous phantom. (a) Pro-
le of the physical phantom. (b) Mesh with regions similar to

ungs (the two blue cylinders), source (the red sphere in the cyl-
nder on the left), and muscle (the remaining part).
�V1 = 2.3302 � 10−6 · value + 5.5093 � 10−4 in�600 − 650 nm�, �20a�

V2 = 2.0859 � 10−6 · value + 4.2666 � 10−4 in�650 − 700 nm�, �20b�

V3 = 1.9477 � 10−6 · value + 1.3464 � 10−4 in�700 − 760 nm�, �20c�
�

here V� (nW/mm2) denotes the exiting flux density and
alue the gray value on each pixel for �=1,2,3. Before
ata acquisition, the CCD was cooled to −110 °C using
iquid nitrogen to reduce dark noise. During acquisition, a
eterogeneous phantom was controlled by a rotation
tage (RAK 100, Zolix Instruments, Beijing, China), and
mages were captured by the camera around this phan-
om for every 90°.

. Phantom and Optical Parameters
n this experiment, a cube heterogeneous phantom with
0 mm side length was designed and manufactured as de-
icted in Fig. 8. In the phantom, two tissue-like parts,
hich denote muscle and two lungs, were made of poly-
thylene and polypropylene respectively, and one sphere
f 2.5 mm diameter was machined in the phantom with
he center at (4,10,10.5). The bioluminescent source in the
hantom was simulated by luminescent chemical reaction
rom a luminescent light stick. The compounds were ex-
racted from the stick and injected into the hole. After
horough mixing, a red light whose emission wavelength
anged between about 600 nm and 760 nm was emitted
ue to the chemical reaction of the mixed resolutions, and
he energy distribution percentage in three spectrum
ands, which was measured by a spectrometer, was 0.54
or �600–650 nm�, 0.36 for �650–700 nm� and 0.10 for
700–760 nm�. The source strength was
22.69 nW/mm3. In addition, the optical parameters of

he phantom were determined by a time-correlated single
hoton counting (TCSPC) system specifically [52]. The
ig. 7. (Color online) BLT reconstructions in the heterogeneous
ouse atlas. (a) Reconstructed location in three dimensions. (b)
ource strength evolution during reconstructions as a function of

teration step. (c) Logarithm of F�q� with 10 as a function of it-
ration step.
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easured optical parameters for each region of the phan-
om for three spectrum bands are listed in Table 4.

. BLI Data Acquisition and Data Processing
LI data were acquired in an ideally dark environment.

n each spectrum band, the images on four side faces of
he phantom were taken with exposure time of 15 s. Af-
erward, the pixel gray values on each view were trans-
ormed into corresponding light units according to the
bove-mentioned calibration relationship for the three
pectrum bands.

. Bioluminescent Source Reconstructions
he cube phantom used in reconstruction was discretized

nto 3402 nodes and 14,165 elements, and 1377 nodes on
he surface as presented. The exiting flux density �� on
he �th band was obtained from the BLI data V� in light
nits, where �=1,2,3. Finally, we used the proposed
ethod to recover the source distribution in the heteroge-

eous model. In this part, the initial strength for the two
hases was 500.0 and 0.0 nW/mm3 , and the regulariza-
ion parameter was set as 8.0�10−4. The level-set func-
ion � was initially 1.50 over the entire DOI, and other

Table 4. Optical Parameters for Each

600–650 nm

�a �s�

Muscle 0.000041 0.141
Lungs 0.003 0.170

aThe units of both �a and �s� are mm−1.

ig. 9. (Color online) BLT reconstructions in the physical ex-
eriment. (a) Three-dimensional level-set reconstructions of the
ocation of source (blue online) and actual source (red online) in
he phantom. (b) Reconstruction results based on the quasi-
ewton method. (c) Source strength ci �i=1,2� evolution during

econstructions as a function of iteration. Reconstructed c1 and c2
re drawn as upper and lower (red and blue online) solid lines,
espectively, actual c1 and c2 in upper and lower (red and blue
nline) dashed lines, respectively. (d) Logarithm of F�q� with 10
s a function of iteration step.
arameters were the same as in Subsection 4.A. Addition-
lly, in order to reduce the number of unknown variables,
he DOI � was specified as 
�x ,y ,z� � �x−5�2+ �y−10�2

16,7.5�z�14.5�. For the quasi-Newton method, ap-
roximately the best regularization parameter was se-
ected as 3.0�10−3.

The reconstruction results of the proposed method are
emonstrated in Fig. 9(a). The recovered location matches
he real one reliably. Furthermore, as the evolution
urves in Fig. 9(c) illustrate, the strength of the source
volves with increase in the number of iteration steps and
radually approaches the real source density. In the end,
he recovered strength of the source is 24.87 nW/mm3,
ith a relative error of 9.61%. Consistent with the results
f numerical experiments in Subsection 4.A, the evolution
rocess is stable, as shown in Fig. 9(d), and the object
unction F�q� is almost monotonically decreasing. In this
ase, the time cost for reconstruction was about 150 s. By
ontrast, the results based on the quasi-Newton method
pread over a relative large region and do not recover the
ource properly, as shown in Fig. 9(b). Quantitatively, the
econstructed strength is sensitive to the initial values. In
his case, for the initial value of 1.0 nW/mm3, the average
f the source strength is 9.2 nW/mm3, and the relative er-
or is 59.45%. With decreasing DOI, the performance of
he quasi-Newton method will improve, which is consis-
ent with the results of the quasi-Newton method dis-
ussed in Subsection 4.A. The time cost is about 490 s.

. CONCLUSION
e have developed a method based on a level-set strategy

o reconstruct bioluminescent sources in three dimen-
ions from measured multispectral data. In the piecewise-
onstant level-set approach, while the level-set function is
o localize sources, the constant value in each phase is to
ecover the source strength. Furthermore, because each
pectral measurement may be viewed as adding some
mount of independent information to the inverse prob-
em, multispectral measurements are utilized as a priori
nformation to reduce the ill-posedness of BLT. Both nu-

erical and physical experiments demonstrate the effec-
iveness and efficiency of this proposed method.

In numerical experiments, the heterogeneous recon-
tructions using a phantom clearly demonstrate that the
roposed method is reliable and fairly robust with respect
o various conditions, such as initial values and high
oise levels. Furthermore, it can still work when the
umber of phases is not known a priori, which may hap-
en in some applications [39]. Compared with other meth-
ds [9,10,16,17,20], this method can get reliable results on
arger DOI. A mouse atlas reconstruction was presented

ion in the Heterogeneous Phantoma

650–700 nm 700–760 nm

�s� �a �s�

2 0.1770 0.0028 0.3181
0.2361 0.0034 0.3540
Reg

�a

0.0000
0.001
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o demonstrate the effectiveness of the proposed method
n turbid mouse geometry. The physical experiment fur-
her evaluates its potential in practical applications.

While we believe that some errors in the physical ex-
eriment have been revised or optimized to some degree,
n future experiments we will further analyze systemi-
ally and quantitatively the relation between precision of
he system and measurement bias, optical filters, and in-
ccuracy of optical characteristics, as well as further op-
imize the imaging system.

In conclusion, we have developed a level-set-based re-
onstruction method for spectrally resolved three-
imensional BLT and demonstrated its feasibility and ef-
ciency for recovering the features of bioluminescent
ources in various experimental, even rigorous, condi-
ions. In vivo mouse studies based on level set and com-
rehensive error analysis of the imaging system will be
eported in the future.
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